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. What is Data Science?

. What is a dataset?

Types of Data?
Machine Learning

Supervised Learning (Regression)



What is Data Science?
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WHAT IS DATA SCIENCE?

* “Data science, also known as data-driven science, is an
interdisciplinary field of scientific methods, processes,
algorithms and systems to extract knowledge or insights —
from data in various forms, either structured or Eﬂ{ﬁiﬁﬂﬁ
unstructured, similar to data mining.”

* “Data science intends to analyze and understand actual
phenomena with ‘data’. In other words, the aim of data science
is to reveal the features or the hidden structure of complicated :
natural, human, and social phenomena with data from a o T
different point of view from the established or traditional theory =
and method.” !
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A dataset is a collection of data, typically organized in a structured format.
Datasets can include a wide range of information, such as numerical values,
text, images, or audio recordings. They are mostly used in fields like
machine learning, business, and government to gain insights, make
informed decisions, or train algorithms.
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Task:

1. With your team, use Al tools to figure out the difference between a dataset and a database.
2.  What defines a good prompt?
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quantitative
Dataset

Ex:
Marks
Temperature

/ Numerical or \

-

Ordered Dataset

Ex:
customer reviews

-

~

Types of Datasets?

/

/

Categorical or
qualitative
Dataset

Ex:
True/False
Eye colour

~

Multivariate
Dataset

-

\_

\

Time series
Dataset

Ex:
GDP growth

/

4 )

Image Dataset

Ex:
types of
diseases

- /




Types of Data ?

v Structured and Unstructured data
(LS s obly 5 LS L)
v Labeled and Unlabeled data
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v’ Training data and Testing data
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Machine Learning




Artificial Intelligence

C_\ML\AM J\)ﬂ\ A uic ay) 3)&5
The ability of taking the right decision



o ¥ 5( Py p January 27_February 24, 2024  P.10/22



How Human Thinks?

Model 1: Punishement and Reward
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Model 1: Supervision
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Turing Test

Machine Human

B
Testee

o

>

N /):gj
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C Tester




Machine learning is a subfield of computer science that deals with the
design and development of algorithms that allow computers to learn
from data without being explicitly programmed
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Machine Learning Models

Machine
Learning

Supervised
Learning

I I
l Regression lClassificatiun l Clustering l PCA

Unsupervised Reinforcement
Learning Learning




Supervised Learning

/~ Regression |\

N

Labeled data

Quantitative
OUTPUT

)

/Classification
Labeled data

Categorical

\_ OUTPUT /




ML Vocabulary

put _x
Output Y

Rows m

Features n

h(x) Prediction function

Cost J Cost function

Theta Weights



Regression with one feature
(variable)

Hypothesis: he(z) = 0o + b1z

Parameters: 0o, 01
m . . 9
Cost Function: J(60,01) = 5. Z (ho(z@) — )

Goal: minimize J (6, 01 )
00,01



J(6

Starting

/Y / Point

Iteration 3

Iteration 4

Convergence

Gradient Descent

Cost Function — “One Half Mean Squared Error”:

1 © _ _
J(6,:6;) = ﬂz(h" (x(a)) _ y(z))z
i=1

Objective:
51;151](9& 91 )

Derivatives:

d 1w _ _
5./ @0 0) = E;(hg (x®) = y)

d 1 . _ .
307 €0 61) = E;(hﬂ (x®) = y®) . 5O



Example .

Theta 0= 5, Theta 1= 2, Alpha=0.01

Cost J= 3.3, Convergence!!



Example .

Cost J= 3.3, Convergence!!

repeat until cunvergence {
B =00 — ack 3~ (ho(2®) — y®)

1= 1

0, =0, — cr;}; E (hﬂ(mii}) _ y{i]) (¥
=1

cl>0= 4.993, cb1= 1.48....etc  How many times?



Number of Iteration
uﬁ)\ﬁg P

Making sure gradient descent is working correctly.

[main J(ﬂ T bl

oSer ~ Example automatic
5 Ety’.&nm .
3(e) @Dt convergence test:

— Declare convergence if J(6)

e

_ ___ decreases by less than

- - - ' in one iteration. (
0 100 200 300 400 i

— No. of iterations :&




Example:

Theta0= 5, Theta1= 2, Theta2= 3, Theta3= 6, Alpha=0.01
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GD algorithm

Repeat until convergence



Normal Equation

Normal equation vs Gradient Descent
1. do no require iterative approach;

2. do not require a learning rate;

3. do not require scaling.

-

Singular
matrix

~
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Example with Python

1. Regression with one variabe;
2. Multivariable Regression;
3. Normal Function;



